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Abstract
Since some significant deviations from the Standard Model(SM) are observed in the semi-

leptonic B decays with the so-called B-meson factory experiments such as Belle, LHCb and
BaBar, together with the muon anomalous magnetic moment found in the g-2 experiment in
FermiLab, many models Beyond the Standard Model(BSM) are reinterpreted to provide the
explanation for these deviations. Leptoquarks(LQ), a type of hypothetical particles that arise
in many new physics scenarios, are expected to provide a combined explanation to the charged
current B-decays and the muon anomalous magnetic moment. Leptoquarks are colour triplet
bosons with fractional charge, they carry both baryon number (B) and lepton number (L)
and can decay to one generation of fermion in SM and also possibly cross-generations. Their
Yukawa interaction with the fermion in SM can be described with a coupling λ.

The Large Hadron Collider (LHC) at CERN, the world’s largest and highest-energy particle
collider of proton-proton collisions which running at the current energy record of 6.5 TeV per
proton, have the potential to test the predictions of different theories of particle physics, such as
supersymmetric theories, Dark matters, extra dimensions, also the Leptoquark model. In the
LHC, the LQ can be produced by pair production and single production. The pair production
has large cross section, while the single production is sensitive for large masses and has a cross-
section proportional to λ2. The ATLAS experiment located at the LHC is a general-purpose
detector searching for new physics beyond the Standard Model by using the proton-proton
collisions. The ATLAS collaboration has a broad program of direct searches for LQs, coupling
to the first-, second- or third-generation particles. The recent 13 TeV results on the searches
for LQs pair production with the ATLAS detector have set exclusion limits of LQ masses to be
larger than about 1.0–1.8 TeV.

In this thesis, a Monte-Carlo study of searching for scalar LQ single production which
decays to bτ in bτlepτhad(b-quark + leptonic decaying τ + hadronic decaying τ) final state is
presented. The study is performed over the range of mLQ from 200 GeV to 1.5 TeV and the
λ is set to 0.3. Compared to the previous LQ single production search, a Multivariate(MVA)
analysis method is used to optimize the separation between signal and background processes
after the basic kinematic requirements for the selection of signal events have been applied.
In this analysis, the main background is t-quark processes, including the tt̄ and single top
production. These t-quark processes are modeled by Monte-Carlo(MC) simulation. A Deep
Neural Network(DNN) are trained to discriminate the LQ signal from the main background.
Final sensitivity is obtained by the fit of the DNN output distribution. As the result, expected
limits are set on the leptoquark single production cross section as a function of the leptoquark
mass and as a function of the branching ratio of LQ decaying to bτ at 95% confidence level.
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Chapter 1

Theoretical Background

1.1 The Standard Model of particle physics
The Standard Model(SM) of particle physics is a theory which describe the elementary particles
and the interactions between them. The elementary particle can be divided into two basic
categories, the fermions and the bosons. The fermions which have half odd spin and include
the quarks and leptons of three generation are the ”matter particle” composing the matter
around us. The bosons have integer spin are the ”force particle” include the photon, gluon,
W, Z and Higgs boson which propagator the interactions. Except for gravity, the SM theory
can well explain the electromagnetic, weak and strong interaction and have been tested by
many experiments within large energy scale. The standard model can be described by the
gauge group SU(3)×SU(2)×U(1). The elementary particle of fermions and bosons in SM are
summarized in fig 1.1.

Figure 1.1: Elementary particles in the Standard Model of particle physics 1

1 source: https://en.wikipedia.org/wiki/Standard_Model
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12 CHAPTER 1. THEORETICAL BACKGROUND

The fundamental theoretical framework for the Standard Model is the Quantum field theory.
in which using a Lagrangian to describe the kinematics of the particles and the interaction
between them.

Generally, the models in particle physics manifest themselives by the Lagrangian that is
invariant under a local transformation group, which is known as gauge group. The local gauge
group SU(3)×SU(2)×U(1) is the symmetry transformation groups that basically defines the
Standard Model. These three gauge groups together describe the three fundamental interac-
tions. The strong interactions propagate by gluons boson between quarks is described by the
Quantum chromodynamics (QCD) with the gauge group SU(3). The SU(3) group give rise to
the three different color charge carrying by the quarks and gluons.

Quantum electrodynamics (QED) that described the electromagnetic interaction is trans-
formed under U(1) symmetry. The weak interaction that can change the flavour of the fermions
is not independently expressed in a simple gauge group, but united with the electromagnetic
interaction as the electroweak interactions.

The electroweak interactions can be characterized by a Yang–Mills field with an SU(2) ×
U(1) gauge group, The Lagrangian of it is given by:

LEW =
∑
ψ

ψ̄γµ(i∂µ − g′
1

2
YWBµ − g

1

2
σaW

a
µ )ψ − 1

4
W µν
a W a

µν −
1

4
BµνBµν (1.1)

Here the g′ is the U(1) coupling constants, the g denotes the SU(2) coupling constants, YW is
the generator corresponding to the U(1) group. Bµ represent the U(1) gauge field and the Wa

stands for the SU(2) gauge field. In the Standard Model, the spontaneous symmetry breaking
of the electroweak symmetry SU(2) × U(1)Y to U(1)em will produce the W±, Z0 bosons, and
the photon. It is so called the Higgs mechanism. These physical bosons are formed by the
combination of the Wi(i = 1, 2, 3) and B boson:

(
γ
Z0

)
=

(
cosθW sinθW
−sinθW cosθW

)(
B
W3

)
W± =

1√
2
(W1 ±W2) (1.2)

where cosθ = mW/mZ . After electroweak symmetry breaking, the Lagrangian can be reorga-
nized into several parts as follows.

LEW = LK + LN + LC + LH + LHV + LWWV + LWWV V + LY (1.3)
The kinetic term LK include the dynamic terms and the mass terms, which denote as:

LK =
∑
ψ

ψ̄(i/∂ −mψ)ψ − 1

4
AµνA

µν − 1

2
W+
µνW

−µν +m2
WW

+
µ W

−µ (1.4)

−1

4
Z+
µνZ

−µν +
1

2
m2
ZZµνZ

µν +
1

2
(∂µH)(∂µH)− 1

2
m2
HH

2

Where the LN and LC denote the neutral current components and the charged current com-
ponents of the Lagrangian describing the interaction between gauge boson and fermion respec-
tively. which is given by:

LN = eJ em
µ Aµ +

g

cosθW
(J 3

µ − sin2θWJ em
µ )Zµ (1.5)

J em
µ =

∑
ψ

qψψ̄γµψ J 3
µ =

∑
ψ

I3ψψ̄γ
1− γ5

2
ψ (1.6)
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Here J em
µ denote the electromagnetic current. qψ is the fermions’ electric charges. J 3

µ represent
the neutral weak current. I3ψ denote the fermions’ weak isospin. The Lagrangian LC describing
the charged current is given by:

LC = − g√
2
[ūiγ

µ1− γ5

2
V CKM
ij dj + ν̄iγ

µ1− γ5

2
ei]W

+
µ + h.c (1.7)

V CKM
ij represent the Cabibbo-Kobayashi-Maskawa (CKM) matrices, which is a unitary contain-

ing the coupling parameter of the Flavour Changing weak interaction. Measuring the parameter
in CKM matrix by the Flavour Changing process play an important role in the validation of
the SM, which is discussed in the next section.

1.2 B meson decays
In the SM, the three generations of lepton electron, muon, tau and their associated neutrino
have identical couplings to the Gauge Boson (Z0,W±). Such characteristic infers that branching
fractions of decays involving different lepton generation do not depend on lepton flavour. This
is so called the Lepton Flavour Universality (LFU). Test of LFU can validate the SM but
also provide a probe to the New Physics(NP). Some experiments like BaBar, Belle, and LHCb
involved the semi-leptonic B decay are set for this purpose. To test the LFU, two measurements
have been set. The first is the Flavour Changing Charged Current (FCCC) b → cτν which
refers to the semi-leptonic B decay and the second one is the Flavour Changing Neutral Current
(FCNC) b → sℓ+ℓ−, which is a rare B meson decay forbidden by SM at the tree-level. With
respect to SM, an enhancement from NP could contribute to the FCCC which demonstrate in
the ratios of τ vs light leptons. While the NP contribution to the FCNC b → sℓ+ℓ− process
can be manifested in the ratio of µ vs electron.

1.2.1 RD(∗) and b→ cτν transition
Semileptonic B meson decay amplitudes to the light leptons, i.e., electrons and muons are well
measured and consistent with the SM. However, the decay B̄ → D(∗)τ ν̄ may become sensitive
to the New Physics beyond the Standard Model due to the large mass of the τ lepton. The large
mass of τ could result in enhanced couplings to a hypothetical particle like leptoquarks. For
this semileptonic B decays decays, there is an observable which has been tested and confirmed
with better precision denoted as the following ratios:

RD(∗) =
B(B → D(∗)τν)

B(B → D(∗)ℓν)
(1.8)

According to the experimental results from LHCb [8], Belle [9] [10] [11] and Babar [12] [13]
:

RD = 0.397± 0.068 RD∗ = 0.316± 0.026 (1.9)

These result for two ratios appears to be 4σ larger than the SM prediction [14]:

RSM
D = 0.300± 0.008 RSM

D∗ = 0.252± 0.003 (1.10)
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1.2.2 RK(∗) and b→ sℓ+ℓ− transition
The b → sℓ+ℓ− transition is a Flavour Changing Neutral Current (FCNC) process, which is
forbidden by SM at tree level. If new particles couple differently to electrons or muons, LFU
could be violated. The lepton flavour universality in B meson decays can be tested by measuring
the ratios of the b→ sℓ+ℓ− transition:

RK(∗) =
B(B → K(∗)µµ)

B(B → K(∗)ee)
(1.11)

Recently, the measurements on RK and RK∗ have been updated by LHCb [15] [16] [17] [18]
[19] and Belle [20] [21].

RExp
K = 0.846+0.042+0.013

−0.039−0.012 RExp
K∗ = 0.685+0.113

−0.069 ± 0.05 (1.12)

where these two measurements are in the region of q2 = [1.1, 6]. The SM prediction for thees
two ratios are RSM

K = 1.0003± 0.0001 and RSM
K∗ = 1.00± 0.01 [22]. which indicating 3.1σ and

2.4σ deviations between the SM prediction and the experiment measurement respectively.

1.3 Theory and Phenomenology of Leptoquark
Leptoquarks are hypothetical boson carrying color charge that couple to both leptons and
quarks. Many theory beyond the SM have suggest the Leptoquark states. For example, The
Pati-Salam model SU(4) [23] and the SU(5) grand unification theories [24], also the superstrings
models, predict the existence of leptoquarks.

According to the spin of the leptoquarks. they can be classified into the scalar leptoquark
(spin 0) and vector leptoquark (spin 1). In this thesis, the setup model is the scalar leptoquarks
model [25]. The interaction between the scalar Leptoquark and fermions can be characterized
by the Lagrangian:

L ⊃ q̄i[YRPR + YLPL]ℓ
jS + h.c (1.13)

Where qi and ℓj refer to the quark and lepton fields respectively, and YR and YL are the Yukawa
matrices which define the coupling constant between them. PR and PL are the projection
operators which denote as PR = 1

2
(1 + γ5) and PL = 1

2
(1 − γ5). To explain the b → cτ ν̄

branching fraction, one can require a nonzero coupling of S to τ̄ b, which gives below [26]:

YR =

0 0 0
0 ysµR ysτR
0 ybµR ybτR

 (1.14)

The Leptoquark can contribute to semi-leptonic B meson decays at tree-level. Fig1.2 (a)
(b) show its contrition to RD and RK respectively. For the b → cτ ν̄ transition, the relevant
leptoquark effective Hamiltonian is:

Heff = −4GF√
2
Vcb[(τ̄Lγ

µνL)(c̄Lγµ) + CS(µ)(τ̄RνL)(c̄RbL) + CT (µ)(τ̄RσµννL)(c̄RσµνbL)] (1.15)

The Vcb represent the Cabibbo-Kobayashi-Maskawa (CKM) mixing matrices element. The
GF is the Fermi’s constant. The CS(µ) and CT (µ) denotes the Wilson coefficients of the scaler
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and tensor operator respectively. They are related to the underlying Yukawa couplings at the
matching scale of the leptoquark mass (µ = mS):

CS(mS) = 4CT (mS) =
1

4

ybτR y
cτ
L

2m2
S

√
2

GFVcb
(1.16)

The term in Eq (1.16) corresponds to the diagram in Fig.1.2 (a), which yields the leptoquark
contribution to the b→ sℓ+ℓ− transition.

The FCNC process was forbidden at tree level in the SM but occur at loop level with small
branching fraction, which is so called the rare decays. To describe b → sℓ+ℓ− transitions, we
use the effective Hamiltonian [27]:

Heff = −4GF√
2
VtbV

∗
ts

αe
4π

∑
i=7,9,10,S,P

(Ci(µ)Oi(µ) + Ci′(µ)Oi
′(µ)) (1.17)

O9 =
e2

g
(s̄γµPLb)(ℓ̄γ

µℓ) O10 =
e2

g
(s̄γµPLb)(ℓ̄γ

µγ5ℓ) (1.18)

The Ci(µ) and Oi(µ) refers to the Wilson coefficients and the relevant operator. The O′
i are

obtained from Oi by flipping the chirality operator PL ↔ PR. Where the PL/R = 1
2
(1±γ5). The

SM predicts C9 = −C10 = 4.2 at the energy scale of µ = mb, and the other Wilson coefficients
are equal to zero. The Wilson coefficients can be parameterized as Ci = CSMi + δCi where the
CSMi represents the SM contribution and δCi denotes the new physics contributions. For the
scalar leptoquark S where nonzero of ysµ and ybµ introduced above, the exchange of the LQ
contributes to the Wilson coefficients are given by

δCµµ9 = −δCµµ10 =
πv2

VtbV ∗
tsαem

ybµ(ysµ)∗

m2
S

(1.19)

where v = 246 GeV. The term in Eq (1.19) corresponds to the diagram in Fig.1.2 (b) and yields
the leading contribution from the LQ.

Recently, the Muon g-2 experiment at Fermilab, E989, has announced its new measurement
on the anomalous magnetic moment of muon aµ = (gµ − 2)/2. Together with the result from
previous muon g-2 experiment at BNL, E821, The combined results yielding a 4.24σ deviation
from the SM prediction [28] [29].

δaµ = aexpµ − aSMµ = (251± 59)× 10−11 (1.20)

The scalar leptoquark also contributes to the muon anomalous magnetic moment at the tree-
level. The process is shown in the Fig 1.2(c)(d).

1.3.1 Production of Leptoquark in LHC
From the global fit to the experimental measured ratio R(∗)

D , RK and muon anomalous magnetic
moment δaµ, together with other observables [30]. Preferred region in parameter space are set
to the Yukawa couplings ysµ, ybµ and ybτ [30]. In LHC, the leptoquark can generate by pair
production and single production. the pair have large cross section compared to the single
production. while the single production g + p→ LQ+ ℓ can allow extending to higher masses
the collider reach in the leptoquark search. which suggested in fig 1.3



16 CHAPTER 1. THEORETICAL BACKGROUND

LQ

ν

b
c

`

u

DB

(a)

LQ

`−

b
s

`

u

KB

(b)

qq

γ

µ

LQ

µ

(c)

LQLQ

γ

µ

q

µ

(d)

Figure 1.2: Scalar LQ contribute to the b → sℓ+ℓ−, b → cτν and the anomalous magnetic
moment

(a)

Figure 1.3: Theoretical prediction for the LQ generation at the LHC of
√
s = 13 TeV, black

line denotes the cross section for scalar LQ pair production, dashed blue and red lines represent
the single LQ production [1]

Previous searches at the ATLAS detector for LQ pair production with the decays LQLQ→
bτtν are shown in Fig.1.4. The LQ mass small than 1 TeV are excluded.
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(a)

Figure 1.4: Expected and observed exclusion contours for pair-produced scalar third-generation
up-type leptoquarks with decays LQLQ→ bτtν [2]

The scalar leptoquark coupling to gluons are important for the single production cross
section of it at the LHC. The scalar leptoquarks can be singly produced via quark-gluon fusion
and quark-gluon scattering. For the nonzero coupling constant of ybτ , the scalar leptoquarks of
third-generation decay to bτ in bττ final state. Fig 1.5 show the Feynman diagram.
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Figure 1.5: Feynman diagrams for singly-produced third-generation scalar leptoquark in bττ
final states.

In 2018, the CMS experiment at the LHC published a search for a singly produced third-
generation scalar LQ [3]. Fig.1.6 show the expected and observed limits for the product of
cross section and the branching fraction as a function of the LQ mass. In the CMS analysis.
the Yukawa coupling constant λ for scalar LQ is consider to be 1, the branching fraction β
of scalar LQ couple to the third-generation fermion is set to be 1, which means the scalar
LQ only decay to bτ pair. The blue band in the Fig.1.6 show the theoretical prediction of
the preferred parameter space for the scalar leptoquark by global fit the result from B physics
anomalies. The Yukawa coupling constant λ for LQ is predicted as a function of its mass:
λ = (0.95± 0.5)mLQTeV .
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(a)

Figure 1.6: Previous analysis result of scalar leptoquark single production form CMS [3]

In this analysis, the scalar leptoquark model is set to be S̃1 model [25] with 3B + L = −2
and charge of 4/3. A Monte Carlo study about scalar leptoquark single production in the
ATLAS is performed. The coupling parameter λ is consider to be 0.3. The branching fraction
β of LQ decaying to the third-generation fermion is set to be 1. The mass of scalar leptoquark
mLQ is scanned at the range of 200 GeV to 1.5 TeV.
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LHC and ATLAS detector

2.1 Large Hadron Collider

Figure 2.1: The trajectories of different particles in the ATLAS experiment [4]

The Large Hadron Collider (LHC) is the world’s largest particle accelerator. It first started
up on 10 September 2008, It was built by the European Organization for Nuclear Research
(CERN) between 1998 and 2008. The LHC consists of a 27 kilometre ring of superconducting
magnets with a number of accelerating structures to boost the energy of the particles along the
way. It can accelerate the proton beam with 6.5 TeV(13TeV at central energy), which provide
a window at high energy scale for experimentalist to validate the prediction made by BSM.

19
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There are four detector sites on the LHC acceleration ring. These four detectors or exper-
iments are: ATLAS, CMS, LHCb and ALICE. Two of them, the ATLAS and the CMS, are
large general-purpose particle detectors. The ALICE is for studying heavy-ion (Pb-Pb nuclei)
collisions. The LHCb is optimized to study B meson physics. In addition to these four main
experiments there are also four smaller experiments called: LHCf, TOTEM, MoEDAL and and
FASER for very specialized research. Fig. 2.1 shows a scheme of the LHC including the four
experiments and the SPS (Super Proton Synchrotron), which is a pre-accelerator that injects
the particles into the LHC ring.

One of the most important LHC parameters is the instantaneous luminosity, defined as the
number of interactions per area and time and given by Eq. (2.1)

L(t) =
N2
b nbfrevγr
4πϵnβ∗ F (2.1)

where Nb denote the number of particles per bunch, nb stands for the number of bunches
per beam, frev represent the revolution frequency, γr is the relativistic gamma factor, ϵn the
normalized transverse beam emittance, F the geometric luminosity reduction factor and β∗ is
the beta function at the collision point. An overview of the LHC parameters are shown in
Table 2.1

Parameter 2015 2016
Beam energy [TeV] 6.5 6.5
frac1frev: bunch spacing [ns] 25 25
β∗: at the interaction point [cm] 80 40
ϵn: normalized emittance at the start filling [µm] 3.5 2.0
n: maximum bunch population [1011 protons/bunch] 1.15 1.15
Nb: maximum number of bunches 2244 2220
L(t): instantaneous luminosity [1034cm−2s−1] 0.5 1.4

Table 2.1: : Machine parameters of the LHC during the 2015 and 2016 operation [7]

The integrated luminosity denote by Lint =
∫
L(t) which expressed in invert femtobarn

1fb−1 = 1039cm−2. The Figure2.2 show the total Integrated Luminosity at Run 2 in 2015-2018.
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(a)

Figure 2.2: The integrated luminosity delivered and recorded to ATLAS in LHC Run 2 [5]

2.2 ATLAS detector
A Toroidal LHC ApparatuS (ATLAS) is the largest detector have size of 25 m in diameter, 46 m
in length and with a weight of 7000 tons located at the collision point of the LHC. Fig 2.3 shows
an overview of the ATLAS experiment. The ATLAS detector tracks and identifies particles
which produced from the collision debris to investigate a wide range of physics, from the study
of the SM to the search for extra dimensions and other predictions of BSM theories.

Figure 2.3: Overview of ATLAS detector

The ATLAS detector’s coordinate system is right-handed(illustrated in Fig.2.4), and has
the origin at the interaction point. The positive x-axis points from the interaction point toward
the center of the LHC, the y-axis upwards and the z-axis in the beam direction. The azimuthal
angle ϕ ranges from −π to π in the x-y plane and is defined with respect to the positive x-axis.



22 CHAPTER 2. LHC AND ATLAS DETECTOR

θ is the polar angle towards the positive z-axis. Typically, a different set of coordinates is used:
the pseudo-rapidity definded as the angle of the particle relative to the beam axis and given
by:

η = − ln[tanθ
2
] (2.2)

The distance in pseudo-rapidity-azimuth space:

∆R =
√
∆η2 +∆ϕ2 (2.3)

The absolute value of the transverse momentum:

pT =
√
p2x + p2y (2.4)

The transverse energy:

ET = E sin θ (2.5)

Figure 2.4: ATLAS detector coordinate system

The ATLAS detector consists of different sub-detectors. The one closest to the interaction
point is the Inner Detector (ID), followed by the Electro-magnetic and Hadronic Calorimeters,
while the outermost sub-detector is the Muon Spectrometer, as shown in Fig.2.3

2.2.1 Inner detector
The inner detector (ID) is the innermost sub-detector in ATLAS, illustrated in Fig 2.5(a),
located in a magnetic field of 2 T generated by a solenoidal magnet surrounding the ID. It
has a length of 6.2 m, outer radius of 1.05 m and covers a pseudo-rapidity range η < 2.5.
The ID is for tracking charged particles from the LHC beam-pipe to the electromagnetic (EM)
calorimeter system. One can use the tracks to determine the position, transverse momentum
and sign of charge for reconstructing the events.

The ID consist of three sub-detectors: the innermost one is the Silicon Pixel detector,
followed by the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT),
The position of these sub-detector layout in Fig 2.5(b). Each of these sub-detectors consist of
a barrel and end-cap trackers, symmetrically placed about the interaction point.

Pixel detector: The Silicon Pixel detector is closest to the interaction point, consisting of
three barrel cylinders and three disks in each end-cap. It is made of 1744 modules with 80
million pixel cells in total. Its main purpose is proving a high-granularity, high-precision
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set of measurements for identification and reconstruction of vertices and jets originating
from short-lived particles such as b-hadrons and τ leptons.

SCT: The Semiconductor Tracker (SCT) is placed outside surrounding the pixel detector,
but consists of silicon strips sensors instead of pixel sensors. It is designed to provide
four precision measurements points per track, contributing to determining the impact
parameters and track momentum, as well as vertex position.

TRT: The outermost layer is the Transition Radiation Tracker (TRT), using intrinsically ra-
diation hard technique.It consists of 420000 straw tubes in barrels and end-caps which
filled with a xenon gas. Xenon gas will ionized when a charged particle passes through
it. The TRT measures the transition radiation of these charged particles which helps
to discrimination between electrons and hadrons from charged pions and improves the
reconstruction of the tracks.

(a)

(b)

Figure 2.5: Inner Detector(ID)
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2.2.2 Calorimeter

The calorimeter system consists of the inner electromagnetic calorimeter (EM) and the outer
hadronic calorimeter (HCAL), as shown in Fig 2.6. it measures the energies and positions
of charged and neutral particles. It consists of metal plates (absorbers) and sensing elements.
Interactions in the absorbers transform the energy into a ”shower” of particles that are detected
by the sensing elements.

The EM calorimeter consists of radial layers of lead plates separated by thin layers of liq-
uid argon and electrodes. When photons and electrons passing the absorber material, The
electromagnetic showers will produce and detected by the sensing element, liquid argon, which
passing the electrical signals to the readout electronics for estimating the direction of pho-
tons, reconstructs the position of electromagnetic showers, and measures the energy of the EM
showers.

The hadronic calorimeter also consists of the Liquid Argon Calorimeter at the end-cap region
and the Tile Hadronic Calorimeter surrounding the EM barrel. The Tile Calorimeter is made
up of about 420,000 plastic scintillator tiles. The HCAL provides a good energy resolution for
the reconstruction of jets and missing transverse momentum.

Figure 2.6: Calorimeter

2.2.3 Muon Spectrometer

The Muon Spectrometer detects muons and determines their position and momentum. It’s
located in a large barrel toroidal magnet and two additional end-cap toroids which provide a
magnetic field of 6T/m. To measure the muon tracks, the physicists use the Monitored Drift
Tubes chambers (MDT), which consist of several layers of drift tubes, filled with gas mixtures
of argon and carbon dioxide. The schematic view of the Muon system showed in Fig ??.
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Chapter 3

Monte Carlo Simulations

Monte Carlo (MC) generators are computer simulation programs that can produce hadron
interactions according to the probability density of phase space and the matrix element of a
given process. It is widely used in particle physics involve providing theoretical predictions and
experimental analysis.

The simulation of events happens in different stages. After the generation of the hard inter-
action by analytical perturbative calculation with leading order (LO) or next to leading order
(NLO) precision, the parton showering and hadronization are simulated, then the interactions
between the particles and the detector material are simulated followed by the digitalization in
order to predict the detector response. The last step is the reconstruction of the signals using
the same algorithms and techniques which are used for the reconstruction of observed events

Figure 3.1: Monte Carlo simulated events generation process.

3.1 Event generation
The Monte Carlo Simulation with ATLAS has several steps showed below:Fig 3.2

• Matrix Element(ME): This step calculates the physics signal of interest from the colliding
partons by using parton distribution functions(PDF). the matrix element calculate the
processes up to leading order or next-to-leading order according to the setting of the
generator.

• Parton Shower: the partons from the hard interaction are colored and associated with
QCD radiation matched to the matrix element (bremsstrahlung).

• Hadronization: the parton showers above hadronize to form color-singlet hadrons. A
firm theoretical understanding for the hadronization process is still absence. Perturbative
QCD, formulated in terms of quarks and gluons, is valid at short distances but breaks
down at long distances. The hadronization process is described by models and tuning to
match with the data.

27
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• Underlying Event: the underlying event is about the interaction between the non-hard
scattered partons and the initial proton remnant. This underlying event is the least un-
derstood in the MC generation process and has to be taken into account when simulating
the main interaction.

• Pileup: Events resulting from the interaction of other protons in the same bunch, and
initial/final state radiation (ISR/FSR) are additionally simulated and added.

Figure 3.2: hadron scattering MC event

3.2 Monte Carlo generators
Two main types of MC generators are available: Matrix element (ME) generators and multi-
purpose (MP) generators. The ME generators are used to simulate the hard process of the
event generation, while the MP are used for the hard process, the showering, the hadronization
and the hadron decay. In order to simulate the full event, combinations between ME and MP
generators are applied.

Many Monte Carlo generators are available by now, and more are under development. They
differ with respect to their simulation scope, precision of the perturbative calculations, matching
and merging of parton showers and the hard scatterings, and other aspects. In the following,
MC generators used for this analysis are briefly described.

• Pythia [31]: a multi-purpose leading-order (LO) generator. In this analysis it is used in
combination with PowHeg for the ME calculations and to simulate the parton showering
for the signal processes generated with PowHeg.

• PowHeg-Box [32]: The Positive Weight Hardest Emission Generator is a ME generator
that calculates the matrix elements to next-to-leading order (NLO) precision. In this
analysis it is used to generate the Z+jets, the tt̄ and the single top samples.

• Herwig [33]: a general purpose generator, simulating all the interactions except the un-
derlying events, calculating the matrix elements to next-to-leading order (NLO) precision.
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• Sherpa [34]: Simulation for High Energy Reactions of PArticles is a multi-purpose gen-
erator. calculating the matrix elements to leading order (LO) precision. In this analysis
it is used to generate the W+jets and the diboson samples.

• MadGraph5aMC@NLO [35]: The MadGraph (MG) package is a matrix element genera-
tor which can automatically generates the amplitudes for the process in various model.
aMC@NLO matches next-to-leading order calculations for a given QCD process with
a MC parton-showering simulation as implemented in HERWIG. In this analysis, this
package is used for LQ signal generation.

3.3 Monte Carlo Samples
Monte Carlo samples used by this analysis are produced with the ATLAS simulation infras-
tructure [36]. A summary of these samples and generators is shown as Table 10.9.

Table 3.1: A summary table for MC samples

Process Generators DSIDs
LQ → τb MadGraph5_aMC@NLO 311005-311008

500299-500305
Z/γ∗ → ττ+jets POWHEG 301040-301058
Z → ττ POWHEG 361108
W → τν+jets Sherpa2.2 364184-364197
tt̄, single top POWHEG 410470-410471

410644-410647
410658-410659

Diboson Sherpa2.2 363355-363360
363489
364250
364253-364255

Z/γ∗ → ee POWHEG 301000-301018
Z → ee POWHEG 361106
Z/γ∗ → µµ POWHEG 301020-301038
Z → µµ POWHEG 361107
W → µν Sherpa2.2 364156-364169
W → eν Sherpa2.2 364170-364183
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The simulated signal samples are the scalar leptoquark decaying to bτ process, which is
produced for leptoquark masses ranging from 200 GeV to 1.5 TeV. The mass point is 200, 300,
400, 500, 600, 700, 800, 900, 1000, 1200, 1500 GeV. The coupling constant λ is set to be 1.
The list of these signal sample can be found in the Appendix 10.1. which include the generator
used, process ID, cross-section (σ) for each sample.

First, all the signal samples for scalar leptoquark is generated by MadGraph5aMC@NLO.
Then the events do parton showering with the Pythia8. The background samples are include
the process: W+jets, Z+jets, tt̄, single top, diboson, W+jets process is simulated with the
Sherpa. For the tt̄, single top and Z+jets process is simulated with the PowHeg. then event
showering with Pythia8. Diboson samples have been generated an showered with Sherpa.

All the Monte Carlo sample is passed through the full GEANT4 simulation [37] of the
ATLAS detector for the next reconstruction step.
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Physics Objects Reconstruction

Objects reconstruction refers to the use of digital signals recorded by different parts of the
detector (calorimeter, muon system, etc.) to identify and reconstruct the physics particles
produced in the proton-proton collision. Fig 4.1 shows the trajectories of different particles in
the ATLAS experiment.

LQ → bτ events include several objects, namely: electrons, muons, taus, jets induced by
b-quarks and missing transverse momentum caused by neutrinos. In this section, the recon-
struction of these objects is briefly described.

Figure 4.1: The trajectories of different particles in the ATLAS experiment [6]

4.1 Electron
Electrons are selected by the shape of the cluster of energy deposits in the calorimeter, matched
with the track in the inner detector, required to be within the pseudorapidity region of the
detector |η| < 2.47, excluding the transition region between the barrel and end-caps in the
LAr calorimeter 1.37 < |η| < 1.52. The electron candidates are identified using a likelihood
technique. In this analysis, electrons are required to pass a “medium” identification, and must
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have a pT > 25GeV . Electrons are required to be isolated by imposing the ‘FCTight’ isolation
working point requirement. A summary of electron selections is shown as Table 4.1.

Table 4.1: Electron selection criteria.

Feature Criterion
Pseudorapidity range (|η| < 1.37)||(1.52 < |η| < 2.47)
Transverse momentum pT > 25 GeV
Identification Medium
Isolation FCTight

4.2 Muon
Muon tracks are reconstructed independently in the inner detector (ID) and the muon spectrom-
eter (MS). Candidate muons within |η| < 2.5 and pt > 25GeV are considered. The candidate
muons are required to pass a “medium” muon identification point, and a tight cut with fixed
radius (pflowTightfixedRad) isolation criterion which uses a wider cone than “VarRad“ work-
ing points and gives better background rejection above 50 GeV for non-busy environments. A
summary of muon selections is shown as Table 4.2.

Table 4.2: Muon selection criteria.

Feature Criterion
Selection working point Medium
Isolation working point PflowTight_FixedRad
pT Cut > 25 GeV
|η| cut < 2.5

4.3 Hadronically decaying τ-leptons
The final state of τ hadronic decaying mostly consist of one or three prong. with a neutrino
and possibly neutral pions. The decay product pions leaves tracks in the Inner Detector and
matches with HCAL which donated as the τhad−vis. The τhad−vis candidates are seeded by
jets formed using the anti-kt algorithm, with a distance parameter of 0.4. Preselection for the
τhad−vis is pT > 20 GeV, |η| < 2.5 (excluding 1.37 < |η| < 1.52) Then, a recurrent neural
network (RNN) classifier is used to identify τhad−vis against the jets initial by the gluons and
quarks. The RNN does not provide discrimination between 1-prong τhad−vis and other leptons
which faking the jet signal. Therefore, a BDT classifier is applied to discriminate against the
lepton fakes, selecting the τhad−vis with 95% efficiency. A summary of τ lepton selections is
shown as Table 4.3.

4.4 Jets
Jets are reconstructed using the anti-kt algorithm with a distance parameter R = 0.4 (An-
tiKt4EMPflowJets). A jet vertex tagger (JVT) is employed to suppress the plie-up jets by
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Table 4.3: Tau selection criteria.

Feature Criterion
Pseudorapidity range (|η| < 1.37)||(1.52 < |η| < 2.5)
Track selection 1 or 3 tracks
Charge |Q| = 1

Tau energy scale MVA TES
Transverse momentum pT > 20 GeV
Jet rejection RNN-based (Medium)
Electron rejection BDT-based
Muon rejection Via overlap removal in ∆R < 0.2.

using tracks and vertexs information. . The default “Tight” selection cut is applied, requiring
a JVT score > 0.5. Jet energy scale (JES) and resolution (JER) is applied to calibrate the jets
candidates.

A tagging algorithm named DL1r using the multivariate discriminant is applied on EMPflow
jets to select the jets originating from b-quarks, providing a 70% b-tagging efficiency. The
preselection for b-tagging jet is pT > 20GeV and |η| < 2.5

Table 4.4: Jet reconstruction criteria.

Feature Criterion
Algorithm Anti-kt
R-parameter 0.4
Transverse momentum pT > 20 GeV
Pseudorapidity range |η| < 2.5

b-tagging Algorithm DL1r
Efficience 70%

4.5 Missing transverse energy
The missing transverse energy Emiss

T refers to the energy not detected in the detector which
is mostly contributed from the neutrinos. Their reconstruction is done by calculating the
negative vector sum of the transverse momenta of the other reconstructed objects including
the jets, electron, muon, τhad−vis, and photon. Additionally, a ”soft term” is accounted in the
Emiss
T [38], which is contributed from the tracks and topo-clusters in the ID and calorimeter

that are not related to the pT of reconstructed objects mentioned above. The missing transverse
momentum is given by:

E⃗miss
T = −

∑
e

peT −
∑
µ

pµT −
∑
τhad

pτhadT −
∑
γ

pγT −
∑
jet

pjetT −
∑

unused−track

ptrackT (4.1)

where
∑

ptrackT denote the soft term.
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Chapter 5

Event Selection

5.1 Trigger
Events are selected using single electron triggers (SET). Single muon triggers (SMT). For the
different data taking period under different luminosity conditions, trigger strategies is applying
differently. The trigger treatment is listed in the Table 5.1

Table 5.1: Trigger list for τlepτhad analysis.

period Single-Electron-Trigger Single-Muon-Trigger
data15 HLT_e24_lhmedium_L1EM20VH HLT_mu20_iloose_L1MU15

HLT_e60_lhmedium HLT_mu50
HLT_e120_lhloose

data16-18 HLT_e26_lhtight_nod0_ivarloose HLT_mu26_ivarmedium
HLT_e60_lhmedium_nod0 HLT_mu50
HLT_e140_lhloose_nod0

The HLT in the Table 5.1 stands for the ”high-level trigger”, which is a software-based
trigger included in the Trigger and Data Acquisition (TDAQ) system, where the L1 means the
hardware-based first-level trigger.

For electron triggers, the name e24 refers to a requirement on the transverse momentum pT >
24 GeV for single electron. A multivariate technique based on the likelihood (LH) discriminant is
used for the electron identification which set three working points named lhtight, lhmedium and
lhloose illustrated above. The L1EM20VH means a threshold for transverse energy, ET > 24,
to veto against the energy deposited within the hadronic calorimeter at the hardware-based
level.

For muon triggers, the mu20 suggests a minimum transverse momentum pT > 20 GeV for
single muon, while mu50 is for recovering the efficiency in the high pT region. The iloose means
the muon candidates have to pass a loose isolation. L1MU15 requires the pT above 15 GeV in
the hardware trigger side. The logical ”OR” is applied to the separated triggers strategy and
give the combined scale factor for it. More details of these triggers can be found in Ref [39].

5.2 τlepτhad event selection
All the events pass the preselection have to fulfill the requirements list below:

• pT (ℓ) > 30 GeV;
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• |η(τhad−vis)| < 2.3, pT (τhad−vis) > 20;

• q(ℓ)× q(τ) < 0, Opposite-sign charge between the τ -lepton and the light lepton;

• At least one b-tagged jet, the leading b-jet’s pT > 25 GeV;

• ST > 400 GeV; ST the scalar sum of the pT of τhad−vis, lepton and the leading b-jet.

The selection above produce a set of events that are used as input to the MVA analysis, which
described in the chapter 6. To evaluate the modeling of the background, a validation region is
set for the ST < 400 GeV, where the other requirements is same to the signal region(SR). The
basic kinematic distributions in the validate region(VR) are shown in Figure 5.3, Figure 5.4.
The basic kinematic distributions in the SR is showed in Figure 5.5 Figure 5.6.

5.3 Background processes
Background processes are those with similar decay products to the ones of the signal processes.
The background processes usually, which will contaminate the signal processes.

5.3.1 Top process
Top process is the most dominant background process in this analysis.The Top processes include
tt̄ processes and single top processes. If the top quark decays with ≈ 100% probability to b
quark and W boson t→ W±b. Then the W boson decays with 11% probability to τν. the final
state products will be similar to the signal processes as shown in Fig 5.1, and passes the event
selection.

W
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t̄

ν

b

g

W
g

τ

τ

ν

t

(a)

Figure 5.1: Feynman diagram for tt̄ pair production. The decay products of the top quark are
shown where the W-boson decays leptonic.

5.3.2 Z + jets
Z + jets process has small contribution to the background processes. It is considered as a
background process in case the leptons pair resulted from the Z boson is τ(illustrated in Fig 5.2
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Figure 5.2: Feynman diagram for Z + jets

5.3.3 jet → τ background
This background contribute in τlepτhad process when the τhadvis candidate originates from the
quark- or gluon-initiated jet. These events are divided into two class whose the selected lepton is
correctly identified. One is from tt̄ processes and those where the selected lepton also arises from
a quark- or gluon-initiated jet, which are named as fake τ backgrounds or jet → τ backgrounds.
the other one is from multi-jet events, which are known as multi-jet backgrounds.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.3: Kinematic variable distributions in the low ST VR.
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(a) (b)

Figure 5.4: Kinematic variable distributions in the low ST VR.

(a) (b)

(c) (d)

Figure 5.5: Kinematic variable distributions in the SR.
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(a) (b)

(c) (d)

Figure 5.6: Kinematic variable distributions in the SR.



Chapter 6

Multivariate analysis (MVA)

6.1 Deep Neural Networks

In recent years, machine learning (ML) techniques have been widely used in high-energy physics.
The ML techniques provide a powerful tool for physicists to search for tiny signals hiding in
a large data sets containing the high-dimensional information. It can extract a maximum
of the available information from the data by reducing the dimension of the data parameter
space. This method is so called the Multivariate(MVA) classification methods in particle physics
community.

This analysis use the Toolkit for Multivariate Analysis (TMVA) [40] to process and evaluate
the multivariate classification. A Deep Neural Networks (DNN) [41] model have been trained
to optimal signal-to-background classification. The Deep neural networks included in TMVA
is is an artificial neural network with several hidden layers and a large number of neurons in
each layer as shown in Fig 6.1. Recent developments in machine learning have shown that
these networks have the capability of learning complex, non-linear relations of the underlying
physics process when trained on a large amount of training data. The first layer is called the
input layer, which consists of 9 nodes for the 9 input variables. Each node in the input layer
is connected with each node in the hidden layer. The hidden layer has 32 nodes, and the last
hidden layer nodes are linear connected with the output node. The output layer consist of one
node. The hyper parameters used for training are summarised in Table 6.1.

Parameter Value
Epochs 30
Batch-size 256
Learning rate 0.01
Weight decay 10−4

Nesterov momentum 0.9
Layer size 32, 32, 32

Table 6.1: Training hyper parameters
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(a)

Figure 6.1: the schematic view of DNN

6.2 Input variables
Since the main background is top process. The training is performed against the tt̄ and single-
top including the real τ lepton to obtain best signal and background separation. These variables
have the highest discrimination power between the t-channel events and the background. It
includes the physics objects, lepton, missing transverse momentum and jets. These include
kinematic variables like pT , η, invariant mass, and the angular distance ∆R between the
measured and reconstructed particles. The input variables used to provide good discrimination
between signal and background are:

• mℓ.jet: the invariant mass between τlep and the b-tagged jet.

• mτ.jet: the invariant mass between τhad and the b-tagged jet.

• ∆ϕ(ℓ, Emiss
T ): the opening angle between the lepton and the missing energy.

• ∆ϕ(ℓ, τ ): the opening angle between the lepton and the τhad−vis.

• ∆R(ℓ, jets): the ∆R between the lepton and jet.

• Emiss
T ϕ METcentrality: the position in ϕ of Emiss

T between ℓ and τ .

• ST : the scalar sum of the pT of τhad−vis, lepton and the leading b-jet.

• Emiss
T

• b-jets pT
The input variable distribution is shown in Figure 6.2 and Figure 6.3.

6.3 Output DNN score
The DNN score distribution is shown in Figure 6.5.

Overtraining plots comparing the DNN distributions for signal and background between
training and testing independent datasets are shown in Figure 6.4. There is no sign of over-
training.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.2: Kinematic variable distributions in the SR.
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(a) (b)

(c)

Figure 6.3: Kinematic variable distributions in the SR.
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Figure 6.4: Overtraining plot for τlepτhad channel DNN comparing signal and Top background
distributions between training and testing independent datasets
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Figure 6.5: DNN output.



Chapter 7

Systematic Uncertainties

This chapter describes the systematic uncertainties in this analysis. Systematic uncertainties
arise from experimental sources relevant to the detector response and object reconstruction and
recognition of the multiple physical objects, as well as from model uncertainties that encompass
theoretical uncertainties regarding our understanding of the MC processes. Both experimental
and modeling uncertainties influence the expectations of both the background and the signals.
These uncertainties manifest themselves as uncertainties in the overall yield and in the shape
of the final observable (the MVA score distributions). All of these uncertainties are passed
through the analysis and are implemented in the statistical analysis.

7.1 Experimental uncertainties
Experimental uncertainties relate to the detector response and the object reconstruction and
identification of the various physical objects. Uncertainties regarding the detector simulation
and the integrated luminosity measurement (1.7%) are incorporated for the signal and for
backgrounds that are estimated utilizing simulated samples. A outline of the experimental
systematic uncertainties that were taken into consideration in this analysis is listed in Table 7.1
and Table 7.2. These uncertainties are applied to all the MC-based processes.

The uncertainties in the physics objects reconstruction are evaluated by shifting weights.
For example, the electron uncertainties which uses a scaling factor to correct the simulation
efficiency of the data, this weight is shifted up (down) and the change in the final distribution
is noted as a +1 (-1)σ shift. When there are uncertainties in the electron gamma(EG) energy
scale (EG_Scale), the EG energies are shifted and therefore events can migrate in and out of
acceptance. This procedure so called the smoothing configuration are applied to reduce the
effects of statistical fluctuations and small systematic fluctuations.

In order to reduce computationally intensive tasks of estimating too many nuisance parame-
ters, we apply a technique first called pruning. Pruning is to pick out those nuisance parameters
whose impact are expected to be small in one region. A nuisance parameter is pruned from a
region when its morphed σ ± 1 distributions differ less 0.5% of the nominal distribution. Sys-
tematic uncertainties below this threshold are too small to affect the sensitivity of this analysis.
They are removed and only noteworthy uncertainties are shown in produced plots.

7.2 Uncertainties on background modeling
Theoretical systematic uncertainties in Z + jets were estimated using the LPX weight provided
by the ATLAS PMG group [42]. The uncertainties due to PDF, parton shower modeling and
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αs are taken into account. A summary is shown as Table 7.3
The uncertainty of cross section for diboson production is 10%, for top quark production

it’s 6% following the recommendations from Refs. [43]
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Systematic uncertainty Short description

Event

Luminosity uncertainty on the total integrated luminosity

Electrons

EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR trigger efficiency uncertainty
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR reconstruction efficiency uncertainty
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ID efficiency uncertainty
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR isolation efficiency uncertainty
EG_SCALE_ALL energy scale uncertaintyEG_SCALE_AF2
EG_SCALE_ALLCORR
EG_SCALE_E4SCINTILLATOR
EG_SCALE_LARCALIB_EXTRA2015PRE
EG_SCALE_LARTEMPERATURE_EXTRA2015PRE
EG_SCALE_LARTEMPERATURE_EXTRA2016PRE
EG_RESOLUTION_ALL energy resolution uncertainty

Muons

MUON_EFF_Trigger_STAT trigger efficiency uncertaintiesMUON_EFF_Trigger_SYST
MUON_EFF_RECO_STAT reconstruction uncertainty for pT > 15 GeVMUON_EFF_RECO_SYS
MUON_ISO_STAT isolation efficiency uncertaintyMUON_ISO_SYS
MUONS_SCALE energy scale uncertainty
MUONS_SAGITTA_RHO variations in the scale of the momentum (charge dependent)
MUONS_SAGITTA_RESBIAS variations in the scale of the momentum (charge dependent)
MUONS_ID energy resolution uncertainty from inner detector
MUONS_MS energy resolution uncertainty from muon system

Small-R Jets and b-tagging

JET_GroupedNP energy scale uncertainty split into 3 components
JET_EtaIntercalibration_NonClosure non-closure in the jet response at 2.4 < |η| < 2.5
JET_JvtEfficiency JVT efficiency uncertainty
JET_Flavor_Response
JET_JER_DataVsMC_MC16 jet energy resolution uncertaintyJET_JER_EffectiveNP
JET_TILECORR_Uncertainty
FT_EFF_EIGEN_B b-tagging efficiency uncertainties (”BTAG_MEDIUM):
FT_EFF_EIGEN_C
FT_EFF_EIGEN_Light
FT_EFF_EIGEN_extrapolation b-tagging efficiency uncertainty on the extrapolation on high pT -jets
FT_EFF_EIGEN_extrapolation_from_charm b-tagging efficiency uncertainty on τ -jets

MET-Terms

MET_SoftTrk_ResoPerp track-based soft term related to transversal resolution uncertainty
MET_SoftTrk_ResoPara track-based soft term related to longitudinal resolution uncertainty
MET_SoftTrk_Scale track-based soft term related to longitudinal scale uncertainty

PRW_DATASF uncertainty on data SF used for the computation of pileup reweighting

Table 7.1: Qualitative summary of the experimental systematic uncertainties considered in this
analysis.
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Systematic uncertainty Short description

Taus

TAUS_TRUEHADTAU_EFF_RECO_TOTAL

reconstruction + electron OLR uncertaintyTAUS_TRUEHADTAU_EFF_ELEOLR_TOTAL
TAUS_TRUEELECTRON_EFF_ELEBDT_STAT
TAUS_TRUEELECTRON_EFF_ELEBDT_SYST
TAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT2025

identification uncertainty

TAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT2530
TAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPT3040
TAUS_TRUEHADTAU_EFF_RNNID_1PRONGSTATSYSTPTGE40
TAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT2025
TAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT2530
TAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPT3040
TAUS_TRUEHADTAU_EFF_RNNID_3PRONGSTATSYSTPTGE40
TAUS_TRUEHADTAU_EFF_RNNID_SYST
TAUS_TRUEHADTAU_EFF_RNNID_HIGHPT
TAUS_TRUEHADTAU_SME_TES_AFII

energy scale uncertainty

TAUS_TRUEHADTAU_SME_TES_INSITUEXP
TAUS_TRUEHADTAU_SME_TES_INSITUFIT
TAUS_TRUEHADTAU_SME_TES_MODEL_CLOSURE
TAUS_TRUEHADTAU_SME_TES_PHYSICSLIST
TAUS_TRUEHADTAU_SME_TES_DETECTOR

Table 7.2: Summary of the experimental systematic uncertainties for τ leptons considered in
this analysis.

Systematic uncertainty

Z+jets

LPX_ALPHAS_Corr
LPX_BEAM_ENERGY_Corr
LPX_PDF_Corr
LPX_PDF_EW_Corr
LPX_PDF_epWZ16_Corr
LPX_PI_Corr
LPX_SCALE_W_Corr
LPX_SCALE_Z_Corr
LPX_CHOICE_HERAPDF20_Corr
LPX_CHOICE_NNPDF30_Corr
LPX_CHOICE_epWZ16_Corr
LPX_REDCHOICE_NNPDF30_Corr

Table 7.3: Summary of uncertainties on Z+jets background modeling.



Chapter 8

Statistical Analysis and Results

In this analysis, the probability of a new physical existence is derived from the probability of
a pure SM hypothesis (Standard Model) by using the profile likelihood ratio method [44]. The
CLs method is used to set the confidence interval to get upper limits in signal regions and fit
the nuisance parameters simultaneously.

8.1 Profile Likelihood Ratio method
The general procedure used by the physicist to discover a new physics process is so called the
hypothesis test. For example, one defines the null hypothesis H0 which only describes known
processes, which are referred as background here. This is to be tested against the alternative
hypothesisH1, which contains the background and the signal we are looking for. In this analysis,
the existence of scalar leptoquark model plays the role of H0, which is tested against the SM
only hypothesis H1.

In the hypothesis test, one can conclude agreement level of the observed data with the
Monte Carlo events predict by the hypothesis H1 though the p-value, a probability refer to the
existence of hypothesis particle under H1. The p-value is generally transform into an equivalent
significance, Z, which is defined as Z = Φ−1(1− p). Here the Φ is the quantile of the standard
Gaussian distribution.

In the particle physics community, It is widely accept by people that to establish a discovery,
a significance Z > 5 is required as an appropriate level to reject the background only hypothesis
. This corresponds to p = 2.87× 10−7. For excluding a signal hypothesis and set the limits, a
threshold p-value of 0.05 corresponds to Z = 1.64 (i.e., 95% confidence level) is often used.

To constitute discovery of a new phenomena, the likelihood ratio method is often used as
a test statistic. The section below manifest the procedure to use likelihood ratios. Suppose
for the event in the Monte Carlo samples of signal and background, one measures a variable x
to discriminant them. Then uses these values to construct a histogram for the distribution of
these value in bins n = (n1, ..., nN). The expectation value of ni can be written as:

E [ni] = µ · Si +Bi (8.1)

where the parameter µ determines the strength of the signal process (i,e, the cross section),
with µ = 0 corresponding to the background-only hypothesis, whereas the value µ > 0 suggests
signal presence as predicted by the theoretical model. The POI (parameter of interest) in
this analysis, which denoted by µ is defined as the product of the signal cross section and
branching fraction. The Si and Bi are the signal events and background events prediction in
bin i respectively. The binned likelihood function can be denoted as:
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L(n, θ0|µ,θ) =
∏
i∈bins

P(ni|µ · Si(θ) + Bi(θ)) ·
∏
j∈syst

G(θ0j |θj,∆θj) (8.2)

where the P stand for the Poisson distribution:

P(ni|µ · Si(θ) + Biθ)) =
(µSi(θ) + Bi(θ))

ni

ni
e−µSi(θ)+Bi(θ) (8.3)

Here θ is the discriminant variable, which is the output of DNN score in this analysis. All
systematic uncertainties in this analysis are taken as nuisance parameters (NPs), denoted by
θj. Each nuisance parameter θj obey the Gaussian distribution G(θ0j |θj,∆θj). To test a hy-
pothesized value of µ we consider the profile likelihood ratio:

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

(8.4)

Where ˆ̂
θ stand for the conditional maximum-likelihood (ML) estimator of θ, which is the value

of θ that maximizes the likelihood for a fixed µ. The (µ̂, θ̂) are the estimators of maximized
(unconditional) likelihood function. The existence of the nuisance parameters widens the profile
likelihood as a function of µ correspond to a fixed value of the interest. This reflects the loss of
information about µ due to the systematic uncertainties. From the Eq (8.4), one can see that
a λ approaching 1 implying good agreement between the data and the hypothesized value of µ.

Using the Profile Likelihood Ratio mentioned above, one can construct a test statistic q0
for discovery of a positive signal:

q0 =

{
−2 lnλ(0) µ̂ ≥ 0,
0 µ̂ < 0,

(8.5)

With the corresponding q̃µ test statistic for the upper limits:

q̃µ =

{
−2 ln λ̃(µ) µ̂ ≤ µ,
0 µ̂ > µ,

=


−2 ln(L(µ, ˆ̂θ)/L(0, ˆ̂θ)) µ̂ < 0

−2 ln(L(µ, ˆ̂θ)/L(µ̂, θ̂)) 0 ≤ µ̂ ≤ µ
0 µ̂ > µ

(8.6)

These two test statistics are used to set the exclude regions. The exclude region is the region
where measurements of an observable that exceeding its bound. One can construct different
hypothesis consisting of different combinations of parameters to test its statistics and create
the confidence interval. Here introduced the Wilks’ Theorem to produce confidence intervals
as a test statistic for performing the likelihood-ratio test.

According to Wilks’ Theorem, in large statistics data samples, the distribution of the test
statistic asymptotically approaches the chi-squared χ2 distribution, and the χ2 distribution
has degrees of freedom equal to the difference in dimensionality of all the parameter space θ.
One can compute the likelihood ratio λ(µ) for the data and compare −2 lnλ to the χ2 value
corresponding to a desired statistical significance as an approximate statistical test.

However, when the expected number of signal event is smaller than that of total back-
grounds, the approach of getting upper limits that mentioned above have a defect that a
statistically probable downward variation in the measurement could lead to unduly strict ex-
clusion limits of a potential signal. So the confidence intervals of background-only hypothesis
and signal-plus-background hypothesis will close to each other. Result in a indistinguishable
distributions of them.
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Hence, the CLs method is used to improve this situation. It is modified from the original
confidence interval, CLs+b, which showed in Eq (8.7). For the non-overlapping backgrounds,
the denominator 1−CLb approach to 1 and the original confidence interval remains unchanged.
For the large overlapping backgrounds, the modified confidence interval CLs can not satisfy
the inequality, which indicates that the experiment fails to provide reasonable limits due to
presence of large backgrounds.

CLs =
CLs+b
1− CLb

< α (8.7)

Finally, it is helpful to test the ability of this analysis to get expected limits without using
observed data. The Asimov dataset is used to derive expected limits in this analysis. One can
“guessed” that the median significance of many MC experiments could be obtained simply by
using the Asimov data set, i.e. the one data set in which all observed quantities are set equal
to their expected values. The expected limits got in this analysis is by applying this Asimov
dataset.

8.2 Fit
In the low ST validate region(VR), background-only fit of the binned likelihood function on
data is performed to test the DNN model. The binning is construct on the DNN score at the
LQ mass point of 1000 GeV. Figure 8.1 show the post-fit distributions for the low ST VR.
Figure 8.2 shows the post-fit NP pull plot for the low ST VR fit to data. The background
modeling in the low ST VR looks great.

(a)

Figure 8.1: Post-fit plots by performing a background-only fit on data in the low ST VR

To get the expected limits. A signal-plus-background fit of the binned likelihood function
on Asimov dataset is performed in SR. The Asimov data is generated with µ = 0. Figure 8.3
shows the post-fit NP pull plot for the SR fit to Asimov data.



54 CHAPTER 8. STATISTICAL ANALYSIS AND RESULTS

(a)

Figure
8.2:

N
P

pullplot
for

the
D

N
N

score
low

ST
C

R
fit

to
data.



8.2. FIT 55

(a
)

Fi
gu

re
8.

3:
N

P
pu

ll
pl

ot
fo

r
th

e
D

N
N

sc
or

e
SR

fit
to

A
sim

ov
da

ta
.



56 CHAPTER 8. STATISTICAL ANALYSIS AND RESULTS

8.3 Expected limits
Figure 8.4 shows the 95% C.L. expected limits on the LQ single production cross section as a
function of branching ratio of LQ decaying to bτ for the τlepτhad channel.
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Figure 8.4: The expected limits on the LQ single production cross section times branching
ratio.



Chapter 9

Summary

A Monte Carlo study of single production of scalar leptoquarks decaying into a final state with
one b-jet and τlepτhad at the LHC is presented in this thesis. Event selection is set by the
requirements on τhadpT , η, jetpT , charge of the lepton pair, the number of b-tagged jets, scalar
sum of all the reconstructed objects (ST ). To improve the sensitivity, Deep Neural Networks
are used to optimize the separation between signal and background. For the signal hypothesis
test, a binned profile likelihood ratio fit is performed on the DNN output distributions. The
expected limit on the product of cross section and branching fraction is given as the result.

The recommendation for further work is to use the data-driven method to correct the
discrepancy between the Monte Carlo events and data events. The background modeling for
top process and jet faking τ process need to be dedicated study. In addition, a combined study
including the τhadτhad channel which given better sensitivity is remain to be study.
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Chapter 10

AppendixA

Table 10.1: A summary table for MC samples of signal sample LQ → τb

Process mass point (GeV) Generators DSIDs cross-section σ[pb]
LQ → τb 200 MadGraph5_aMC@NLO 500299 0.30551
LQ → τb 300 MadGraph5_aMC@NLO 500300 0.054261
LQ → τb 400 MadGraph5_aMC@NLO 311005 0.014343
LQ → τb 500 MadGraph5_aMC@NLO 500301 0.0047809
LQ → τb 600 MadGraph5_aMC@NLO 500302 0.0018535
LQ → τb 700 MadGraph5_aMC@NLO 311006 0.00079974
LQ → τb 800 MadGraph5_aMC@NLO 500303 0.00037499
LQ → τb 900 MadGraph5_aMC@NLO 311007 0.0001866
LQ → τb 1000 MadGraph5_aMC@NLO 500304 9.8056E-05
LQ → τb 1200 MadGraph5_aMC@NLO 311008 3.026E-05
LQ → τb 1500 MadGraph5_aMC@NLO 500305 6.4198E-06
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Table 10.2: Z/γ∗ → ττ+jets

Process Generators DSIDs cross-section σ[pb]
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301040 17.476
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301041 2.9213
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301042 1.0819
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301043 0.19551
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301044 0.037402
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301045 0.010607
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301046 0.0042585
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301047 0.001422
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301048 0.00054525
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301049 0.00022993
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301050 0.00010386
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301051 4.9403E-05
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301052 2.4454E-05
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301053 1.2489E-05
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301054 1.003E-05
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301055 2.9343E-06
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301056 8.9767E-07
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301057 2.8072E-07
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 301058 1.2648E-07
Z/γ∗ → ττ+jets Powheg(v1_r2856)+Pythia8(v8.186) 361108 1901.1
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Table 10.3: Z/γ∗ → µµ

Process Generators DSIDs cross-section σ[pb]
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301020 17.477
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301021 2.9215
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301022 1.0819
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301023 0.19551
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301024 0.037403
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301025 0.010607
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301026 0.0042586
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301027 0.001422
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301028 0.00054526
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301029 0.00022992
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301030 0.00010387
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301031 4.9404E-05
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301032 2.4454E-05
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301033 1.249E-05
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301034 1.003E-05
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301035 2.9344E-06
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301036 8.977E-07
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301037 2.8072E-07
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 301038 1.2648E-07
Z/γ∗ → µµ Powheg(v1_r2856)+Pythia8(v8.186) 361107 1901.1



64 CHAPTER 10. APPENDIXA

Table 10.4: Z/γ∗ → ee

Process Generators DSIDs cross-section σ[pb]
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301000 17.477
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301001 2.9215
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301002 1.0819
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301003 0.19551
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301004 0.037403
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301005 0.010607
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301006 0.0042586
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301007 0.001422
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301008 0.00054526
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301009 0.00022992
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301010 0.00010386
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301011 4.9403E-05
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301012 2.4454E-05
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301013 1.249E-05
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301014 1.003E-05
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301015 2.9344E-06
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301016 8.9767E-07
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301017 2.8071E-07
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 301018 1.2647E-07
Z/γ∗ → ee Powheg(v1_r2856)+Pythia8(v8.186) 361106 1901.1
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Table 10.5: tt̄, single top

Process Generators DSIDs cross-section σ[pb]
tt̄ Powheg+Pythia8(v8.230) 410470 729.77
tt̄ Powheg+Pythia8(v8.230) 410471 729.77
single top Powheg+Pythia8(v8.230) 410644 2.027
single top Powheg+Pythia8(v8.230) 410645 1.2674
single top Powheg+Pythia8(v8.230) 410646 37.935
single top Powheg+Pythia8(v8.230) 410647 37.905
single top Powheg+Pythia8(v8.230) 410648 36.996
single top Powheg+Pythia8(v8.230) 410659 22.173

Table 10.6: W → τν+jets

Process Generators DSIDs cross-section σ[pb]
W → τν+jets Sherpa(v2.2.1) 364184 19155.0
W → τν+jets Sherpa(v2.2.1) 364185 19154.0
W → τν+jets Sherpa(v2.2.1) 364186 19152.0
W → τν+jets Sherpa(v2.2.1) 364187 945.58
W → τν+jets Sherpa(v2.2.1) 364188 946.49
W → τν+jets Sherpa(v2.2.1) 364189 945.87
W → τν+jets Sherpa(v2.2.1) 364190 339.69
W → τν+jets Sherpa(v2.2.1) 364191 339.84
W → τν+jets Sherpa(v2.2.1) 364192 339.68
W → τν+jets Sherpa(v2.2.1) 364193 72.078
W → τν+jets Sherpa(v2.2.1) 364194 71.99
W → τν+jets Sherpa(v2.2.1) 364195 71.944
W → τν+jets Sherpa(v2.2.1) 364196 15.052
W → τν+jets Sherpa(v2.2.1) 364197 1.2342
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Table 10.7: W → µν

Process Generators DSIDs cross-section σ[pb]
W → µν Sherpa(v2.2.1) 364156 19151.0
W → µν Sherpa(v2.2.1) 364157 19145.0
W → µν Sherpa(v2.2.1) 364158 19143.0
W → µν Sherpa(v2.2.1) 364159 945.89
W → µν Sherpa(v2.2.1) 364160 946.12
W → µν Sherpa(v2.2.1) 364161 944.8
W → µν Sherpa(v2.2.1) 364162 339.73
W → µν Sherpa(v2.2.1) 364163 339.8
W → µν Sherpa(v2.2.1) 364164 339.68
W → µν Sherpa(v2.2.1) 364165 72.084
W → µν Sherpa(v2.2.1) 364166 72.103
W → µν Sherpa(v2.2.1) 364167 72.063
W → µν Sherpa(v2.2.1) 364168 15.008
W → µν Sherpa(v2.2.1) 364169 1.2349

Table 10.8: W → eν

Process Generators DSIDs cross-section σ[pb]
W → eν Sherpa(v2.2.1) 364170 19153.0
W → eν Sherpa(v2.2.1) 364171 19145.0
W → eν Sherpa(v2.2.1) 364172 19143.0
W → eν Sherpa(v2.2.1) 364173 944.98
W → eν Sherpa(v2.2.1) 364174 946.37
W → eν Sherpa(v2.2.1) 364175 945.63
W → eν Sherpa(v2.2.1) 364176 339.75
W → eν Sherpa(v2.2.1) 364177 339.8
W → eν Sherpa(v2.2.1) 364178 339.7
W → eν Sherpa(v2.2.1) 364179 72.077
W → eν Sherpa(v2.2.1) 364180 72.105
W → eν Sherpa(v2.2.1) 364181 72.077
W → eν Sherpa(v2.2.1) 364182 15.05
W → eν Sherpa(v2.2.1) 364183 1.2344
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Table 10.9: Diboson

Process Generators DSIDs cross-section σ[pb]
Z + Z → qq + νν Sherpa(v2.2.1) 363355 15.561
Z + Z → qq + ℓℓ Sherpa(v2.2.1) 363356 15.564
W + Z → qq + νν Sherpa(v2.2.1) 363357 6.7975
W + Z → qq + ℓℓ Sherpa(v2.2.1) 363358 3.4328
W +W → qq + ℓν Sherpa(v2.2.1) 363359 24.708
W +W → qq + ℓν Sherpa(v2.2.1) 363360 24.724
W + Z → qq + ℓν Sherpa(v2.2.1) 363489 11.42
Z + Z → ℓℓ+ ℓℓ Sherpa(v2.2.2) 364250 1.2523
W + Z → ℓℓ+ ℓν Sherpa(v2.2.2) 364253 4.579
W + Z → ℓℓ+ νν Sherpa(v2.2.2) 364254 12.501
W + Z → ℓν + νν Sherpa(v2.2.2) 364255 3.2344
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